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Abstract
This project explores the use of language mod-
els to detect coded hate speech, known as dog
whistles, which are often difficult to identify us-
ing traditional methods. Using the Silent Signals
dataset—comprising labeled political and online
text—we fine-tuned RoBERTa with masked lan-
guage modeling (MLM) oand trained two down-
stream classifiers for detecting dog whistle usage
and identifying the targeted group. The models
showed strong performance across tasks, includ-
ing when tested on previously unseen dog whis-
tles. While results are promising, limitations re-
main due to the structure of the dataset and fixed
class definitions. This work contributes to the
growing field of automated hate speech detection,
to foster a safer online environment.
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1. Introduction
Dog whistles are a type of coded language – words or ex-
pressions – that carry hidden meaning recognizable only
inside certain groups, on top of their common use. For
example, the number ’88’ is sometimes used in neo-Nazi
circles to represent ’Heil Hitler’, since ’H’ is the eighth
letter of the alphabet. Detecting dog whistles is difficult,
even for humans, because their meanings depend heavily on
context, and they often change over time.
As new dog whistles appear to replace old ones, it becomes
important to develop tools that can help identify them, es-
pecially in online settings. In this project, we look at how
language models can be fine-tuned to detect both known
and emerging dog whistles, and to identify which groups are
being targeted. Our aim is to explore whether this kind of
approach can support better detection of subtle or evolving
forms of coded hate speech.

2. Related Work
Dog whistles notoriously evade traditional hate speech de-
tection because of their implicit and coded nature. Conse-
quently, only a few previous works address the detection
and classification of dog whistles.

EE-559: Deep Learning, 2025.

To support research in this area, some common datasets have
been created. The Allen AI Glossary of Dog Whistles [1]
gathers 340 english dog whistles along with their definition
and targeted in-group. From this glossary, the Silent Signals
dataset [2] has been created to give 16k labeled examples of
dog whistles, from formal and informal context.
In parallel, some works focused on the binary classification
of words to detect whether they are used as a dog whistle
or not [3]. While these models achieve good performance,
they are limited to a fixed list of coded words and can be
quickly out-dated.
Previous works have attempted to detect emerging dog whis-
tles [4], but these have typically focused on a narrow set of
targeted groups and have yielded limited results.

3. Method
The general pipeline used in this work is summarized in
Fig.1. The different stages of the methodology adopted are
described in the following sections.

Figure 1. Schematic representation of the training methodology

3.1. Dataset preparation
Our work used the Silent Signals dataset [2], created from
Reddit posts (informal) and US Congress speeches (formal).
From a subsample of human-labeled dog whistles, GPT
prompts were crafted to label high-fidelity dog whistles in
the larger data set. The quality was ensured by the previous
researchers by requiring a common positive detection of
three different prompts.
From this dataset, we derived our own for the training of our
models. We balanced it to have as many dog whistles as non
dog whistles, through under-sampling. We also balanced
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the distribution of targeted in-groups to avoid some classes
being under-represented. The dataset was finally cleaned
of emoji-containing messages, and randomly split into 90%
training and 10% validation sets.
Finally, to evaluate the detection of emerging dog whistles,
we randomly selected 10% of the dog whistles present in the
dataset, and removed all messages containing them from the
training set. These messages were used to create a dedicated
test set for assessing generalization to unseen expressions.

3.2. Masked language modeling (MLM)
To enhance the model’s ability to capture the subtle contex-
tual signals that characterize dog whistle expressions, we
adopted a Masked Language Modeling (MLM) objective
as an intermediate fine-tuning step. Starting from a pre-
trained transformer-based language model (such as BERT
or RoBERTa , see Section 4 ), we further trained the model
on our dog whistle dataset using MLM. In this setup, two
types of tokens were masked: random tokens across the
sentence (with probability 0.15) and the known dog whistle
tokens present in the input. The model was then trained to
predict the original masked tokens based on their surround-
ing context.
By learning from patterns, the model is expected to develop
context-sensitive representations that can reveal potential
hidden meanings embedded in everyday language.

3.3. Classifiers
Following MLM fine-tuning on our dataset, we trained two
separate classifiers to detect and characterize dog whistle
content.

• Classifier 1 - Dog whistle detection : The first classi-
fier was designed as a binary classifier to distinguish
between sentences containing or not a dog whistle.
It was initialized with the weights obtained from the
MLM fine-tuning step and trained for three epochs on
our labeled dataset.

• Classifier 2 - In-group identification : The second
classifier operates only on instances identified as con-
taining a dog whistle by the first model. It performs
multi-class classification to predict the specific in-
group targeted by the input. Training was performed
over five epochs using a labeled dataset where each
sample was annotated with its corresponding dog whis-
tle category (e.g., racial, antisemitic, homophobic, etc).
This approach enables a more granular understanding
of the communicative intent behind each instance.

Together, these classifiers form a two-stage analytic frame-
work: the first stage flags potential dog whistle content, and
the second disambiguates its ideological or social target.
This architecture facilitates both detection and interpretation
of emerging dog whistle language in natural text.

4. Validation
4.1. Model selection
To determine the most suitable transformer architecture for
our task, we conducted a series of experiments evaluating
three widely-used pre-trained models : BERT-base-uncased
[5], RoBERTa-base, and RoBERTa-large [6]. Each model
was fine-tuned on our dataset using the same MLM proce-
dure, and subsequently trained on both classification tasks
introduced in Section 3. To ensure fair comparison, all mod-
els were trained using identical hyperparameter settings.
Tables 1 and 2 report the results on the test set for Classifier
1 (dog whistle detection) and Classifier 2 (in-group identi-
fication), respectively. Results are reported over five runs
with different random seeds.

Model Precision F1-score

BERT-base-uncased 0.892± 0.003 0.892± 0.003
RoBERTa-base 0.903± 0.001 0.903± 0.001
RoBERTa-large 0.909± 0.003 0.909± 0.003

Table 1. Test set results for dog whistle detection

Model Precision F1-score

BERT-base-uncased 0.958± 0.001 0.958± 0.001
RoBERTa-base 0.971± 0.001 0.970± 0.001
RoBERTa-large 0.979± 0.001 0.979± 0.001

Table 2. Test set results for in-group identification

While both RoBERTa models consistently outperform
BERT-base across tasks, the performance gap between
RoBERTa-base and RoBERTa-large is very small. Given
that RoBERTa-large requires significantly more computa-
tional resources, we selected RoBERTa-base for subsequent
experiments in the interest of computational efficiency and
sustainability.

4.2. Generalization to Emerging Dog Whistles
A key objective of this study is to detect emerging dog
whistle expressions— i.e. instances not seen during training.
To assess generalization capacity, we evaluated our final
RoBERTa-base classifiers on the subset of dogwhistle set
aside from training. Results are reported over five runs with
different random seeds in Table 3.

Task Precision F1-score

Dog whistle detection 0.834± 0.004 0.831± 0.004
In-group identification 0.959 ± 0.001 0.950± 0.001
Kikkisetti+2024 [7] 0.63 0.72
Xu+2022 [8] 0.81 0.78

Table 3. Performance on hidden dog whistles

As expected, both classifiers exhibit a performance drop on
emerging dog whistles compared to the previous test set
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12. Nevertheless, the models retain a reasonable ability to
generalize to novel expressions—demonstrating the benefit
of contextualized MLM pretraining.
While our model seems to outperform existing baselines in
this setting, these comparisons should be interpreted with
caution. The referenced works did not release their code or
datasets, and their experimental setups differ in both cases.
Therefore, direct comparison is not possible.
Overall, these findings confirm that our approach is effective
not only in detecting known dog whistle language, but also
in identifying and classifying newly emerging instances
with promising accuracy.

5. Analysis
The following section examines our models’ performance
to uncover their strengths, limitations, and the factors influ-
encing their successes and failures.

5.1. Confusion matrices

Figure 2. Confusion matrices for dog whistle detection (left) and
in-group identification (right) on emerging dog whistles

Fig.2 shows confusion matrices for both classifiers on the
emerging dog whistle test set.The binary classifier effec-
tively distinguishes dog whistles but slightly tends to over-
predict them. The multi-class classifier on the other hand,
performs well on dominant categories like racist, antisemitic,
and transphobic, but struggles with classes close in meaning
such as white supremacist and racist.

5.2. Attention visualization
We used the BertViz tool [9] to visualize token-level at-
tention patterns within our fine-tuned RoBERTa models.
The visualizations show attention from a single attention
head at a selected layer. Arrows indicate the direction of
attention, going from the query token on the left to the key
tokens on the right, with color intensity representing the at-
tention weight. In the binary classification model, the token
’thugs’ strongly attends to ’ruining’ and itself, highlighting
the model’s focus on offensive contextual information. In
the multi-class classifier instead, the token ’country’ shows
strong attention toward ’take back from’, which the model
may associate with the racist in-group.

(a) Dog whistle detection (b) In-group identification

Figure 3. Attention weights maps obtained with [9]

5.3. Failure modes
Tables 5.3 and 5.3 shows misclassified examples and possi-
ble causes.

Failure Mode Example Phrase Pred./True
Very specific coded lan-
guage (meme, political
words) not found

i have rarely encountered someone
with such a firm command of ebon-
ics bix nood

0 / 1

Language possibly offen-
sive, but not used as such
(limit in contextual infor-
mation captured)

the text is black and the background
is white even a colorblind person
could see how black and white it is

1 / 0

Political/economic state-
ment flagged as dog whis-
tle

help hardworking americans
weather these turbulent economic
times

1 / 0

Sentences whose labels
are ambiguous for a hu-
man reader (clear limit to
the dataset quality)

child of an illegal immigrant who
has cholera could well be the source
of great damage and harm to a whole
community

1 / 0

Table 4. Examples of failure modes in dog whistle classification

Failure Mode Example Phrase Pred./True
Confused in-groups
close in meaning

its a tool for them to destroy power
entities held by white western popula-
tions its a counter mechanism against
judeochristian western establishments
and societies destroy those and the rest
will easily fall

racist / Islam-
ophobic

Anti-liberal label for
any political (also
non offensive) state-
ment (clear limit fo
the dataset quality)
found as racist

there are those who support hardwork-
ing american families and small busi-
nesses against those who wish to pro-
tect the status quo and big wall street
banks

anti-liberal/
racist

Table 5. Examples of failure modes in in-group identification

6. Conclusion
Our work indicates that transformer-based models can be
useful in detecting dog whistles and identifying their tar-
geted groups, including for emerging expressions. Using
contextual information, the models perform well in both
binary and multi-class classification tasks. However, perfor-
mance is is constrained by the GPT-generated nature of the
dataset, and the use of fixed class definitions for in-group
labeling, oversimplify the diversity of targeted communi-
ties. Despite these constraints, approach shows promise for
identifying subtle and coded forms of hate speech.
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Data availability
The code used in this work is available at
https://github.com/chiaraevangelisti01/
DL_hate_speech. The dataset used in this work is avail-
able at https://huggingface.co/datasets/
AstroAure/dogwhistle_dataset.
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